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The control of flexible mechanical systems has application to control of space

systems, aircraft, robotics and active optics, to name a few. Structural mechanical

systems are typically lightweight and highly flexible. These systems have

distributed-parameter dynamics; their natural damping is very small; they have many

densely packed low-frequency modes; and their model parameters are uncertain.

Moreover, performance requirements such as pointing accuracy, shape control. and

bandwidth are very soingent and make the problem of structural vibration more acute.

Examples of flexible mechanical systems include a variety of space structures ranging

from large antennas to very complex space stations. Another important application of

flexible structural control is in robotics. The goal is to develop lighter and faster

robots capable of moving larger payloads with low energy requirements.

In this dissertation, we first examined the single-input, single-output control

of flexible structures. We established important time and frequency-domain

properties that characterize elastic systems. Particularly, we demonstrated an

interesting pattern of movement of the plant zeros as a function of the sensor location.

This zero motion has a considerable implication on control design. We then

presented a compensation method based on a frequency minimax technique, and uses

a search procedure which always converges to the optimal controller.

We also proposed the concept of "generalized lead-lag compensation". This

method is intended for the noncollocated control of flexible structures. A theorem

giving necessary and sufficient conditions for the existence of such a stabilizing

controller is proved, and a systernatic design procedure is given.
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We also investigated the multi-output control of flexible structures. An

developed for the robust control of elastic systems.

optimal sensor placement procedure, based on eigenstructure assignment. is
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CHAPTER I

INTRODUCTION

1.1 Introduction

The capability of placing large loads in space makes possible the construction

and deployment of large space structures. These structures can range from large

antennas to very complex space stations. They are intended for zero-gravity

environment of space with minimal strength requirements; are large in some measure;

and, of necessity, are to be deployed on orbit. Although, no such space structure has

yet been deployed, these systems are primary future projects of the N arion al

Aeronautics Space Agency (NASA) and other organizations. Presently, some

facilities are available for ground testing of space structures, such as Mini-Mast and

Scole at NASA-Langley.

The first challenge in controlling a large flexible structure (LFS) is to describe

the structure, as accurately as possible, by a dynamical model. C sually, for this

purpose, numerical finite element techniques are used. The resulting approxirnate

structural representation is of very high order, has very small natural damping, and

has many densely packed low-frequency modes. The second challenge is to design

an implementable low-order cornpensator to control the system. The design should

be robust to accomrnodate significant modeling uncertainties and truncated high-

frequency dynamics; it should also meet stringent requirements such as pointing

accuracy, shape control, bandwidth requirements etc. Another difficulty arises from

the limitations on zero-gravity ground testing of the actual LFS.



The topic of this dissertation is the control of flexible structures. Emphasis is

placed on investigating important propenies that characterize elastic systems, and on

the development of low-order and robust compensation methods.

1.2 Literature survey

Numerous authors have investigated the dynamics and control of flexible

structures. In what follows, we survey some of the work available in the literature.

The first step for any control design is to repre sent the system by a

mathematical model. Flexible structures are distributed parameter systems. and

therefore can theoretically be modeled with partial or intcgro-differential equations.

However. this approach is impractical for all but simple structures. II1SIL'ýld. in most

cases approxirnate finite representations can be obtained by finite element techniques.

Structural models for early space vehicles were based on two approaches:

The equivalent beam models using Ritz or Galerkin method, or the lumped mass

models connected with springs [2, 3]. These representations were quite accurate,

since the early spacecrafts could be approximated as beams or cylinders with elastic

modes of high frequency and weakly coupled.

Large flexible structures. currently being considered, are more complex and

are analyzed with more sophisticated finite element techniques such as NASTRAN,

SPAR etc. These special softwares feature large problem size capability, and run at

the high speed of today's computers.

The accuracy of a finite element model is a function of the number of elements

used in the model. In other words, the modeling details determine the complexity and

size of the structural representation. Several examples dealing with the dynamics of

LFS can be found [2, 4].



The second step of a control problem IS to design a controller that meets the

specified requirements and that hJS adequate robustness properucs. For t lcx ible

structures, the finite element model (FE\1) is only an approxim.ue rcprc-cut.inon of

the infinite dimensional system. In addition. it is usually too large for ;111)' practical

design. Therefore, the FEM must be further truncated to a reduced-order dcxign

model (ROM). Consequently, the design has to cope with a high dimensionulity,

with sizable uncertainties in model parameters, and with the effect of the truncated

dynamics.

In general, the truncation procedure is based on frequency and bandwidth

considerations [1 J. More sophisticated model reduction techniques are proposed [2].

For example, in [5] a procedure is given where the modes are selected according [0

the influence of the sensors and actuators.

There is quite an extensive literature in finite dimensional control theory for

flexible structures. Clearly, no single approach is best for all cases. Given a design

problem, it is up to the control engineer [0 choose among all [he available tools. The

choice should be based on the specifics of the problem, the performance

requirements, hardware availability and so on.

One of the control approaches utilized is the classical pole placement method,

which has been applied to several design examples [6]. Curtain [7] derived formulas

which can give an a-priori estimate of the closed-loop poles.

Modal decoupling procedures in conjunction with modal filters are used in [8]

to deal with the effect of the truncated dynamics (spillovers). Balas [16] also uses

modal control and introduces additional terms Cinnovarions feedthrough') in the

controller and estimator equations to decrease the sensitivity to spillover.

Optimal control theory has been extensively applied [0 LFS control. In [9],

optimal control techniques are applied to reduced-order models. and a parameter



optimization is performed by solving a Lyapunov equation. Linear-quadratic-

Gaussian (LQG) methodologies are also used to achieve a design mse nsitive to

parameter variations. For instance. a case study is presented in 110]. where the LQG

approach with loop-transfer-recovery (L TR) is used to synthesize a robust fine-

pointing control system for a large space antenna. Breakwell r Il] combines the LQG

procedure with modal decoupling to develop optimal slewing schemes for flexible

spacecrafts. However. in most of these cases. plant uncertainties are not dealt with

explicitly. This is mostly due to the lack of relationship between one's choice of

weighting functions and robustness.

Identification and adaptive control have also been investigatcd to update the

ROM via on-line parameter estimation and adaptation. In [12] a method is proposed

based on the principle of least-squares. and in [13] an extended Kalman filter design

procedure is presented. A model reference adaptive procedure that does not require

explicit parameter iden tification has been applied by Kaufman [14] and ý lufti [15] to

the control of large structural systems. The method uses the model-following

principle and Lyapunov stability theory; the system is also guaranteed to be stable if

the sensors and actuators are collocated.

In this dissertation. we begin our study by investigating important frequency

and time-domain properties of the plant describing an elastic system; this can provide

a useful insight and a clear understanding of the control problem. We then develop

low-order and robust compensation techniques for different classes of flexible

structures.

1.3 Dissertation outline

In chapter II. we emphasize some important aspects specific to LFS control.

We first discuss the problem of modeling elastic structures and. as an example. derive



an analytical model for a flexible beam in translational rnotion. We then address the

sensor placement. the model reduction and the measurement spillover l'>SUCS.

Chapter III deals with the single-input single-output (5150) control of

structural systems; and represents the core of this dissertation. \Ve first examine an

important frequency domain property; precisely, we show analytically the rel.uionship

between the sensor locations and the plant zeros for a class of structures. This effect

has a considerable implication on control design. We then present a compensation

technique for the SISO robust control design for flexible structures. The method is

based on a frequency minimax approach, and uses a search procedure which always

converges to the optimal stabilizing controller.

We then develop the concept of 'generalized lead-lag compensation'. This

approach is especially intended for the case where the sensor and actuator cannot be

exactly collocated. A theorem on the existence of such stabilizing controller is proved

and a systematic design procedure is given.

In chapter IV, we consider a multi-output design and investigate the

capabilities of rnultivariable control for flexible structures. An optimal sensor

placement, based on eigenstructure assignment, is developed for the robust control of

structural systems.

The conclusions of this dissertation and some directions for future research

are included in chapter V.

1.4 Summary of contributions

1. We prove analytically, for a class of flexible systems, the effect of the

sensor positioning on the loci of the plant zeros. This relationship between sensor

placement and zero loci has a considerable importance for control design.



2. A search procedure for Kwukernaak's minimax control design is given.

The scheme fucilitates the numerical search and always converges to the stabilizing

optimal controller.

3. We develop the concept of 'generalized lead-lag compensation'. The

method is applicable to a class of dynamical systems which are characterized by a

pattern of interlacing poles and zeros on the jS-axis. The approach provides robust

low-order compensation for pole-zero patterns that are not easy to compcns.ue for. A

special yet important application is when there is a positional gap between the sensor

and actuator .

4. We show how a multi-sensor design can enhance the robustness of the

closed-loop system. Using known results in eigenstructure assignment, we derive an

optimal sensor placement procedure for robust control of flexible structures.

"



theoretical model has to be experirnentally verified by dynamic testing, which can be a

major problem if full ground-testing is impossible.

Structural dynamic representations are merely simplified abstractions of the

The first difficulty arises with the structural representation of LFS. It is a fact

that performance requirements dictate how much modeling detail is needed, and

accurate modeling is still based on experience and good judgement. Moreover. the

Large flexible structures are characterized by a number of inherent properties

that can lead to tremendous problems in control design; and at this time many

questions are still open. In this chapter, we discuss some relevant issues in LFS

SOME IMPORTANT ISSUES IN FLEXIBLE STRUCTURE CONTROL

CHAPTER II

control.

actual flexible structure. In addition, due to the very high dirnensionaluy of the FEM,

the control design must be performed on a truncated RO\1. For complex systems, the

order of the ROM itself can be very large. Due to the approximations involved, it is

clear that significant uncertainties in the design model are bound to occur. In other

words, the fundamental issues in LFS control are high dimensionality and plant

uncertainties. Moreover, the LFS may have many low-frequency modes that are

closely packed and are within the controller bandwidth. These modes have also very

small damping factors « 0.1 I/o). Another difficulty that must be overcome involves

the activity of the unmodeled dynamics (spillovers). These residuals can alter both

stability and performance.

.;.-



still at an early stage of development. However, by using finite element techniques, it

when it is possible, design techniques are not currently available for dealing with such

interconnected structures are usually too complex to be represented by POE's. Even

(2.1 )

(2.2)Mq+Kq=Fu

Il

wet, x) = L CPj(X) qj(t)
j.1

beams, membranes and other elementary flexible structures. But. large

placement of the sensors and actuators on the structure. This dependency has

One interesting aspect of elastic systems is the model dependency on the

2.1 Modeling

Flexible structures are distributed parameter systems and are typically

combinations of trusses, panels and so on interconnected by joints. The elementary

parts can be accurately modeled by partial differential equations (POE) for strings,

profound implications on control design, as will be seen in the subsequent chapters.

infinite dimensional systems. Control theory of distributed parameter systems [ 171 is

is possible to obtain approximate models of finite dimension.

Consider a given physical elastic structure, and let wet, x) represent the

distributed displacement, off the equilibrium point, of a point x at time t. The finite

element method is based on approximating wet, x) by a finite modal expansion of the

form

where ýi are said to be the mode shapes; qi the mode amplitudes; and k can be very

large, but finite. Then, a finite element model (FEM) of the following form may be

established



and

(2.3)

1')
= <J>-1 q

.. 2 "",t1')+A 1')='A' Fu

mode amplitudes, F is a (k x () control influence matrix, and u is an {-dimensional

control vector. System (2.2) can be obtained by eigenfunction expansions (if POE

where :\1 is a (k x k ) mass matrix, K is a (k x k ) stiffness matrix, li is a k-vcctor of

t 2. 2 2
<J> K <J> = A = dlag( (1) l' """ , (1)k)

model is available) or by analyses with Nastran-type codes. Typically, for a large

structure, the dynamical representation (2.2) consists of hundreds of ordinary

differential equations.

Let <J> be the modal matrix whose columns are the structural mode shapes and

so that

where. Wi is the ith modal frequency. An equivalent modal model is then obtained as

where

is the modal vector.

Next, to illustrate, we consider a flexible beam system and derive an analytical

dynamical model.

2.1.1 Flexible beam example
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(2.4)

(2.5)

(2.6)

(2.7)

x

.v-:
.. J

(t)_---- .-," w .x
: _--- I

ftlo ( T - V + W ) dt = 0
to

A
I

t

z (t) :

Fig. 2.1 Flexible beam in translational motion.

wet, 0) = wx(t, 0) = Wu (t, L) = wxxx(t, L) = O.

The beam, as depicted in Fig. 2.1, moves in the x-y plane and is of length L.

At the end x = 0, the beam is clamped to an actuator with input force fer) so that the

beam translates in the y-direction. Let z(t) be the displacement y at x = 0, wet, x) be

the beam flexure from y = z(t), and vet, x) = z(t) + wet, x). This configuration

amounts to the following boundary conditions on wet, x)

Let p(x) be the mass density of the beam, and EI(x) be the bending rigidity. The

kinetic energy is given by

Assuming that only bending contributes to the potential energy Vït), we have

2

Vet) = -21
fL EI(x) (a w

/ dx
Jo a x2 .

1 fL a v 2rro =
2" Jo

p(x) (Tt) dt.

To derive an equation of motion for the beam, we apply the Hamiltonian principle, ie.

J
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substituting (2.8), (2.10) and (2.11) in (2.7), and since vet, x) = wet, x) +z(t), we

(1.8)

(2.9)

(2.10)

(2.11)

(2.12)

Jll iL d2 a2w
[ p( -T + --) dx - f(t)] ôz(t) dt +

10 0 dt at2

ov(to) = ov(td.

OW(l) = f(t) OZ(l).

2

JII JlliL a v
o T(t) dt = - p (-) Sv dx dt.

10 10 0 ot2

2

JII JlliL a
ô V(t) dt = --=-:(EI(x) w xx) ôw dx dt

10 10 0 ax 2

ow(t, 0) = (ow)x(t, 0) = 0

2 2 2

Jl'lL d a w a
[ p( _z + __ ) + _( EI(x) w xx)] Ôw dx dt = 0 .

10 0 dt2 at2 ox 2

where (lo, lI) si any lime interval, and W is (he nonconserved work given by

Suppose the virtual displacement ov(t) satisfies

Hence, after integration by parts, the variation of kinetic energy is given by

To compute the variation of potential energy, recall the boundary conditions (2.4).

Therefore, we only consider the variations ow(t, x) such that

it then follows

obtain



(2.13)

(2.14)

(2.15)

(2.16)

-
w(t,x) = L <!>j(x) qj(t)

j=l

..,

L 2 êr"
r p(x) ( U + ý) dx - f(t) = 0
Jo dtl atl

regularity conditions. It follows from (2.12) that

12

Equations (2.13), (2.14) together with boundary conditions (2.4) describe the

The virtual displacements Oz(t) and Ow(t, x) are arbitrary, except for satisfying a few

and

motion of the moving beam as shown in Fig. 2.1. Moreover, equation (2.13)

to the elasticity of the beam, the rigid body mode excites the structural vibrations.

describes how the actuating force f(t) affects the rigid-body motion of the beam. Due

This relationship is modeled in equation (2.14).

The dynamics of the beam can be discretized by the following

eigenexpansion, for which the solution of the PDE is assumed to be

where {qj} are the mode amplitudes and {<!>j } is a set of orthogonal mode shapes that

are solutions of the eigenproblem

with boundary conditions (2.4). The well-known solutions have a closed-form

expression



In panicular, k} = 1.87. k2 = 4.69. k3 = 7.85 "..." and k, - (2i -1)Jt/2 when i is large.

(2.17)

(2.18)

(2.19)

(2.20)

(2.21 )

M li + K e = F f(t)

}

(I). = ký (EI)2
I I P

F = [ I 00 ... p, and <l>j =
L foL <Pj(x) dx.

Suppose uniform mass density ,1I1d bending rigidity. Let

A
( )

_ '.
'I

<J)1 <1>2 """ 0 0 0

<J)1 1 0
2

(1)1

M:. K=
<J)2 1 0

2
(1)2



actuators.

(2.22)

(2.23)

(2.24)
Yi

= ai W(Xi' t) + bi W ýXi' t);

i = 1 "..." m

Note that zero-damping is assumed in the modeling which results in an infinite

number of poles on the jS-uxis, and that (2.20) can rcpresent a class of flexible

Suppose the displacements and velocities are measured by m point sensors, so

systems controlled by a single actuator.

2.2 Sensor placement problem

An interesting property of elastic structures is the model dependency on the

spatial locations of the sensors and actuators on the structure. In this dissertation,

emphasis is put on the sensor placement problem, and related questions are

investigated. Since, for physical systems it is more practical to relocate sensors than

that the output measurement y is

where x k is a state vector defined by

and

here Xi is the sensor location. ai and bi are constant real numbers. Therefore. the

output matrix ýk has the form



2.3 Reduced-order model and robustness

infinite dimensional system to be controlled by a finite low-order compensator. As

I)

(2.25)

al cl>2(X I) 0

o blcl>2(XI)

amf2(xm> 0

o bmf2(xm>

alcl>l(xl) 0

o bl cl>1(XI)

amf1(xm> 0

o bmft(xm>

xnJ, which indicates that the plant transfer function or the state-variable representation

It is obvious from (2.25) that ê\ is function of the sensor locations (x 1, ... ,

The fundamental problem in flexible structure control is that the LFS is an

can be manipulated by varying the sensor positioning. In chapter III we show the

effect of these variations on control design, and in chapter IV we use this model

dependency to derive an optimal sensor placement for robust control.

mentioned previously, the LFS is described by an approximate FEM of very high-

augment substantially with increasing modal frequencies. Moreover, the dimension

order. Generally, the modeling errors for finite element representations tend to

of the FEM (k) is too large for control application, and a reduced-order design model

(ROM) is sought. Evidently, the ROM can be subject to sizable parameter variations.

For flexible structures, the principal plant uncertainties can be classified as follows.



parameters and so on.

(2.26)

b) Variations in the sensor (and actuator) positioning. It will be shown that

these changes result in a movement of the plant zeros, and consequently have a direct

effect on the system robustness.

a) Variations in the parameters of the design plant. due to the different

approximations assumed in the modeling, approxirnate knowledge of physical

Consider the modal representation (2.3), and define a state-vector Xk as

c) Effect of the unmodeled high-frequency dynamics or spillovers, which can

destabilize the closed-loop system. In the next subsection, we address the spillover

question in more details.

2.4 Spillover effect

where Ak is (2k x 2k), Bk is (2k x (jand are obtained from (2.2). For m point

Thus, the FEM model can be written in state-variable fonn as

sensors, the output measurement y is

where Ck is (m x 2k) and can be derived from (2.25).

Suppose a feedback controller is designed based on a ROM of low-frequency

modes and of order n < 2k. Therefore, a residual system of order r = 2k - n remains,

and has a direct effect on the closed-loop performance. Indeed, the residual modes

are excited by the controls, giving rise to 'control spillover' which can degrade the



(2.27)

(2.28)

(2.29)

Y =Cx
n n

Xr= Arxr+ Bru

Yr= c,«,

1

ý

The feedback controllaw, based on the ROM, is given by

response. These residual modes arc also measured and fed back (0 the "y ... tern. This

is a more serious problem that can cause unstability. More specificully, consider a

state-space controller design for a flexible structure.

2.4.1 State-space design

Suppose a state-feedback observer type of controller is designed for a LFS.

Let the n-dimensional ROM be

where A is (n x n), B is (n x n, Cis (m x n), Xn is the controlled state-vector and u is

the control input. The r-dimensional uncontrolled residual system is

where Ar is (r x r), Br is (r x n, Cr is (m x r), x, is the residual state-vector; and with

the appropriate panition

where K, is the state feedback which can be obtained by pole placement or op rimai

time-domain methods. The state vector xn is estimated by the asymptotic observer



(2.30)

(2.31 )

(2.32)

IS

Flexible structures, in general, have an inherent small damping which tends to

Define a measurement error by

thus, an augmented system representing the overall dynamics can be defined as

where L is the (n x m) observer gain matrix, with m :s;; n. Of course, it is assumed

that (2.27) is controllable and observable. Notice that the estimated state xn is also

function of the residual state Xr "

Equations (2.32) describes the dynamics of the closed-loop compensated system,

including the uncontrolled residual modes. The term BjK; is called the 'control

increase at high frequencies. Hence the matrix Ar of high frequency modes, by itself,

spillover' [1], which excites the residual system. Whereas, LnCr is the 'measurement

spillover' which feeds back the residuals and can destabilize the closed-loop design.

can be considered to be asyrnptotically stable. Moreover if the observation spillover

LnCr is zero, by the separation principle, the augmented system (2.32) would remain

stable. However, if it is nonzero, stability is not guaranteed. The following theorem

gives a necessary and sufficient condition for the augmented system (2.32) to remain

stable in the presence of measurement spillover.

ý"M"."""",,------------_.'r'!II!C:t:týI"I!I-IIý DU.l1U UI JIlUtllU fllf' ruum



(2.33)

(2.34)

(2.35)

(2.36)

19
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Suppose a state-variable controller/observer is designed for the ROM

(A,B,C). Let

Assume (A,B,C) is controllable and observable. Then, there exist gain

Theorem 2.1

Let X = (xn Xr eJt so that ( 2.32) can be written as

then, there exists a matrix P positive definite, and a matrix Q semi-positive definite

such that

Proof

and the augmented system (2.32) is asymptotically stable if and only if the matrix

(Q - 2PA2) is positive semi-definite.

with Al and A2 as given by (2.33).

matrices Kn and Ln such that (A - BKJ and (A - LnC) are asyrnptotically stable. In

addition, due to the inherent damping, the matrix Ar is asyrnptotically stable. Hence,

Al is also stable and there exists a Lyapunov function VeX) = xtpx > 0, where Pis

positive definite and satisfies

with Q being positive semi-definite. The time-derivative of VeX) is

1-



(2.41)

(2.40)

(2.39)

20

(2.38)

(2.37)

"
I

V = X (-Q + 2PA2)X

v = X1pX + X1pX.

where P is the unique solution of

Proof

AýP + PAl =-I.

By substituting (2.35) into (2.37), we obtain

Consider the derivative of V(X) as given by (2.38). Rayleigh's inequality

A sufficient condition for system (2.32) to be asymptotically stable is

x 'QX s Â. min(Q) X 'x

states that

From the above theorem, we derive the following result which gives a direct

relationship between the positive definite matrix P and the spillover term LnCr·

ie., V(X) = X1PX is a Lyapunov function for system (2.35) if and only if (Q - 2PA2)

is positive semi-definite, which concludes the proof.

in addition,

n n

. ýý ")1/2
t The f-norrn of a matrix A = (aij) IS IIAllr= (""",,,,,,,,Iaijr .

j-1 i-I

Theorem 2.2

., .

.;:.

"il 'A "" ·nn...... l'uutllJnDUHIUlllillv.&fl'
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(2.42)

(2.43)

(2.44)

. , .. ! t :'. t ý

2XlpA2X s 2;(Xlp)(A2X)1 s 2.:pl XI121iA2 Xi12 ......
tt

s 211 P 112 :,Ai12 XlX.

Substituting the above inequalities in (2.38), shows that V $ 0 if

By choosing Q = I (identity) and taking the Frobenious norm, condition (2.43)

becomes

which concludes the proof.

Condition (2.39) of theorem (2.2) indicates that there is some upper limit on

the observer gains for the closed-loop system to remain stable. A similar result in the

frequency-domain can be established.

2.4.2 Frequency-domain design

Suppose the FEM of a flexible structure has an input-output transfer function

P. Let C, be a stabilizing cornpensator for a reduced-order plant Pn , which consists

of n low-frequency modes (n < k). Then, P can be written as

where P, is the plant of the remaining higher frequency modes. The residual P, can be

viewed as an additive perturbation in a unity feedback configuration as depicted in

Fig. 2.2, and the subsequent theorem holds

tt The 2-norm of a matrix A = (aij) is (maximum eigenvalue of At A)lfl .

",



(2.46)

(2.45)

(2.47)

-1

Since C, is a stabilizing compensator, then (I +P nCn) is stable. Moreover,

Fig.2.2 Unity-feedback cornpensated system

A sufficient condition for the closed-loop system of Fig. 2.2 to be stable is

22

+

Theorem 2.3

Furthermore, if liP nCn(ro)1I2 « 1 (at high frequencies), a sufficient condition for

stability becomes

Proof

Fig. 2.2 is stable if

the residual P, consists of higher frequency modes which have some inherent

damping, ie. P, is stable. It then follows directly from [19] that the configuration of

ie., (2.45) is a sufficient condition for stability. Furthermore, the controller C, has a

..,

-.f:
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limited bandwidth, therefore liP nCn(W)112« 1 at high frequencies and (2A6) follows

directly.

The inequality (2.46) simply states that the compensator should roll-off

rapidly at high frequencies to ensure a stable design. This also justifies the fact that if

the controller bandwidth is properly limited, the high-frequency dynamics of the

structure can be truncated for control design purposes.



CHAPTER III

Then, we present a method for the robust control of a class of flexible

control design.

flexible beams controlled by a single pair of actuator and position sensor, and show

the relationship between sensor placement and the loci of plant zeros. This

This chapter considers the control of single-input single-output (SISO)

flexible systems. The SISO case is investigated because of its practical importance,

and because it can provide a basis for the development of multi-input multi-output

(MIMO) control design methodologies.

We first give a systernatic treatment of an important frequency-domain

property of the plant describing a flexible structure. Precisely, we consider a class of

SISO CONTROL OF FLEXIBLE STRUCTURES

dependency of the plant zeros on the sensor location has a considerable implication on

structures. The method uses a frequency-domain minimax approach to robust

the optimal stable solution. This is accomplished by parametrizing the set of all

compensation design. We also show a search procedure which always converges to

stabilizing controllers.

In the last section we give a controller design technique for a class of systems

which are characterized by negligible structural damping and a pattern of interlacing

poles and zeros. The goal is to achieve robust low-order compensation for high-order

plants. The technique, based on the root-locus method, is a generalization of the

classical lead-lag compensation. A theorem on the existence of such a stabilizing



(3.1 )

(3.2)

(3.3)

Ir.

Y = Lli qi(t)
i.1

"" 2".+(1). ".=a·u" Il 1'11 I

It is clear that all the poles of (3.3) lie on the imaginary axis and are invariant.

feasible.

In the previous chapter, the relationship between the model and the sensor

placement was discussed. In this section we start by clarifying this dependency of the

where the row-vector ai is function of the location of the actuators with respect to the

controller is proved and a systematic design procedure is given. A special application

of this approach is when the exact collocation of the sensor and actuator is not

as the sensor location varies along the beam.

flexible beams. and show analytically an interesting pattern of loci of the plant zeros,

ith mode shape.

Suppose the output y is measured by one position sensor. Hence, y can be

approximated by

3.1 A frequency-domain property: The loci of plant zeros

dynamic model on the sensor/actuator positioning. Then. we consider a class of

Consider the modal representation (2.3) of a flexible structure. The dynamic

equation for lli i = 1, ..." k can be written as

where ri depends on the sensor location with respect to the ith mode-shape. Thus. in

the SISO case. the input-output transfer function is given by



3.1.1 Zero loci for flexible beams

Consider the class of flexible beams described by (2.20), and suppose the

output y is measured by a position sensor located at Xj' ie.

(3.5)

(3.4)y= Cê

26

while the plant zeros are function of the placement of the actuator and the sensor.

This frequency-domain property implies that some sensor/actuator locations may lead

to more involved control problems than others. It is well-known that if the sensor is

collocated with the actuator, the poles and zeros of (3.3) are interlaced in a regular

pattern [20] on the imaginary axis, as depicted in Fig. 3.1. With this collocated

arrangement, a simple lead compensator can stabilize all the modes, even though the

response may not be satisfuctory. This result, however, does not hold in a

noncollocated situation. Actually, in this case, classical compensation techniques are

not very effective.

where

is the infinite-dimensional output vector.

Recall that zero damping is assumed in the dynamic model. For actual flexible

structures, however, not all the poles have zero damping. The damping is negligible

for a finite number of low-frequency modes, but becomes significant at high

frequencies. For control purposes, it is usually possible to truncate those high-

frequency modes that are adequately damped, as long as the controller bandwidth is

properly limited. After such a truncation, a finite dimensional model (of order n) is



It is clear from (3.5), that the zeros of the transfer function (3.7) depend on the sensor

where M, K, F and C are finite versions of the corresponding matrices in (2.20) and

(3.5). Thus, the input-output transfer function of (3.6) can be written as

location Xj. Now, we examine the effect of the sensor placement on the loci of the

plant zeros. But, first we state the well-known fact that the plant P with a collocated

sensor and actuator has the regular interlacing pattern of Fig. 3.1.

27

(3.6)

(3.7)

..
M e + K e = F f(t)

y=ce

Re

lm

-1
P = y/f = C (s2 M + K) F.

Fig. 3.1. Poles and zeros of a flexible beam
with collocated sensor and actuator.
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Lemma 3.1

Suppose the position sensor is collocated with the actuator at xJ = O. Then,

the transfer function (3.7) has the form

D

L,( s2 + (J)ý>

P = k __;_I " ..;_I _
ft

s2L,( s2 + p;>
i-I

such that k is real,

roi + 1 > (J)i > 0,

Pi + 1 > Pi> 0,

and

for all i.

The proof is omitted here, and can be established by using the results in [20].

Now, suppose that the sensor location Xj varies along the beam. It can be

seen from equation (3.7), that the poles of the system remain invariant with respect to

Xj. However, the loci of the plant zeros is affected by changes in Xj. The zeros have

an interesting loci which is described by the following theorem.

Theorem 3.1

Suppose the location Xj of the position sensor varies from 0

(collocated with the actuator) to L (end-tip). Then,

1. The zero loci is a continuous function of Xj.

2. The initial portion of each branch of the loci, in the upper half of the
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(3.8)

n n n

pL bn(s) = an(s) = l1(s2 + W;) - L s2 <1>j CPj(Xj) l1(s2 + 00;).
,-I ,.1 j.1

J'Ii

2. Part 2 of the theorem is proved by induction, using root locus arguments

Proof

complex plane, lies on a section of the imaginary axis. This section starts from jS, i

= l, ... , n and extends in the upward direction (Fig. 3.5).

,.1

n n

3. If L <1>i <Pi
= l, the plant P has a zero at infinity; and if I <1>j CÎ)i

> l, al

<1>. =
2(cosh(kjL) + cos(kiL»

I kiL (sinh(kjL) + sinïk.L)

least one zero becomes nonminimum-phase.

1. Consider n flexibility modes. The numerator bn(s) of the transfer function

(3.7) is a polynomial of degree n and is given by

Let Ki = <l>i CPi(Xj) i = 1, ... , n. It is known that the roots of a polynomial are

continuous functions of the coefficients. It is also clear from (2.17) that the parameter

Ki is a continuous function of Xj. Therefore, the zero loci (roots of bn(s» is a

continuous function of Xj.

for positive feedback systems.

We first show that K, i = 1, ... , n is positive for x in some interval (0, Xd ).

For this, note that

is positive for all i. Moreover, there exists Xd , 0 ý Xd ý L, so that all mode shapes

CPj(x) are positive for x in (0, Xd). Indeed. it can be seen from (2.17) that the
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Re

(3.9)

lm

Fig. 3.3 Plant zero loci, as a

function of Xj' for n = 1.

Re

Fig. 3.2 Root loci of al (À.), as a

func tion of KI = <l»
1 cl> 1

"

Consider the case n = 2. The plant numerator a2(À.) can be put in the form

'. 2 ,.,asyrnptotic expansion of <l>j(x) near zero is k i
x- for all i. Hence, K, = <t> j Qi IS

positive in (0, xd ) for all i.

Let À. = s 2, and consider n = 1. The polynomial a I(À.) can be written as

It can be verified that 0 ý KI ý 1.54 for 0 ý x ý L. Equation (3.9) can be viewed as a

the open-loop zero. Therefore, the root loci of al (À.) is as shown in Fig. 3.2. when

positive feedback closed-loop system, with KI being the positive feedback gain, the

root of P I (À.) = À. + wi being the open-loop pole, and the root of QI (À.) = À. being

the gain KI is increased from zero to infinity.

In the case n = I, it is obvious that the section [jWlo 00] of the imaginary axis

is pan of the zero loci as x varies from 0 to L (Fig. 3.3).

lm

2 I-wI
ý..ý----ý.- -ý1ýýa---------

l
I

.,
_1
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(3.10)

(3.11 )

Fig. 3.5. Plant zero loci, as a

function of xJ' for n = 2.

"

,1m

I

t j ro,

L rot Re
- - -- l

2 2- w2 < P
1

< - WI

2
P 2

< - (1)2 .

11m
I

Fig. 3.4. Root loci of a2(À-) as a

function of K2 .

Let PI, P2 be the roots of a2(À-) and P'l be the root of aleÀ-) so that

Again, equation (3.10) can be considered as a positive feedback system. The loci of

the roots of 32(À), as the positive gain K2 is varied from zero, has the form of Fig.

3.4. When x = 0 (KI = K2 = 0), the roots of a2(À) are at - wi and - w;. As seen in

part l, the zero loci is a continuous function of x. Furthermore, Ki - <I> i k ý
x:2 is

positive in the neighborhood of zero. Thus, there exists a sufficiently small nonzero

Ô such that, for x in (0, Ô), - w; < p'l < - wi and the roots of a2(À) satisfy

Equivalently, the initial part of each branch of the loci is a section of the imaginary Ii
axis which starts from j(1)it i = 1, 2 and extends in the upward direction of the

imaginary axis (Fig. 3.5).
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(3.12)

(3.13 )

1 1

-W:-l<P,<-Wý i=l n-I
1+ 1 1

" " """"

P < _ W2
n n

n

an+l(À.) = (À + Wý+I) an(À) - Kn+l À. fI (À. + wb·
i-I

For n+l elastic modes. an+l(À) can be expressed as

Fig.3.6. Root loci of an+I(À), function of K, = <1>n+1 $n+' .

lm

Consider n flexibility modes and define PI ...." Pn as the real roots of Jn(À).

Assume there exists a sufficiently small Ôl such that for x in (O. Ô,) we have

Under assumptions (3.12). the root loci of an+I(À.). as a function of Kn+1 " is as

shown in Fig. 3.6. Note that if P n
< - Wý+I " the loci still have the same pattern.

Fig. 3.6 indicates that at x = 0 the roots of an+1 (À) are at - wý i = l, ... , n+ 1. Again,

the zero loci is a continuous function of x, and Ki - <1> i kf x 2 is positive near zero. It

follows that there exists a sufficiently small nonzero Ô2 ý ÔI such that, the ith root of

an+l (À.) is located to the left of - wý and satisfies assumptions (3.12) for x in (0, (2)

and i = I, .... n+ 1. That is, by induction, assumptions (3.12) are true.

Consequently. the initial portion of each branch of the loci lies on a section of the

imaginary axis. This section starts from jS, i = 1 "..." n and extends in the positive

direction of the imaginary axis.

':,j 2 Re- (1)n+l Pn Pn.) Pl
I

.... lit- ."CP " "'CP - " "0; 4)4
_ w2 2 - (1)" I

n
- Wn.1 1
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coefficients of an(À); ie. at least one root of an(À) is in the open RHP. In other words,

By definition, an(À) has a zero at infinity if and only if the polynomial \}'(a) has a

,
\

"

(3.14)

(3.15)
"ft

Il
Il B

an(À) = Il (À + ror) -
L, Ki À Il (À + roJ>.

.-1 i.l j_1
j-I

ft

an(a) = a-n [Il (l + a ror) - L Ki Il (1 + a roI)] = a-n\fl(a).
i.1 ._, J ""

Let a = 111... Subsitution into (3.14) yields

ft

root at a = O. It can be seen from (3.14) that if L, Ki = 1, then a = 0 is a root of

3. In part 3 of the proof, we want to establish first that an(À) has a zero at

infinity for some values of the gains Ki, The polynomial an(À) can be written as

ft

We have verified numerically, that the value L, Ki> 1 is attainable in the
,.1

ft

\fI(a). From this we conclude that when L, Ki = 1, the plant has a zero at infinity.
,-1

Next, we show that at least one zero becomes nonminimum-phase when
B ft

L,Kj> 1. Notice that the leading coefficient of an(À) is 1 - L,Ki ' and that the

Il ft

constant term is rrroý. It is then clear that if L,K i > 1, a sign change occurs in the
i-I i-I

at least one plant zero is nonminirnum-phase. This concludes the proof.

interval 0 ý x ý L, say for n ý 50. That is, nonrninirnum-phase zeros will appear as

Xj varies from 0 to L. We also noticed that the larger the number n of elastic modes,

the smaller the value of x for which nonminimum-phase zeros appear. This may be



increases with n.

" n

explained by the fact that, In the neighborhood of x = 0 ý K· - ý k
2

ct> x 2
,ý I ý I I

.-1 1-1

Re

22

55

170lm
(rdls)

Fig. 3.8. Pole-zero pattern
for Xj = 0.3 ft.

Re

22

55

170lm
(rdls)

Fig.3.7. Pole-zero pattern for
Xj = 0 ft. (collocated).

Example ý.1

Consider a 3 ft. long aluminum beam as depicted in Fig. 2.1. The finite

dynamic model includes the first five flexibility modes (n = 5). Fig. 3.7 shows the

zero loci for a collocated position sensor. In Fig. 3.8, For Xj = 0.3ft., the last zero is

still on the imaginary axis, but has moved across the highest pole. When Xj = 0.55ft.

(Fig. 3.9), one nonminimum-phase zero appears on the real axis. Fig. 3.10 shows

the zero pattern for a sensor at the tip. In this particular case, all zeros have left the

imaginary axis, and five of them are nonrninimum-phase.



instance. consider the case of small displacements of the sensor from the collocated

experimentally by other authors.

,
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50

Re

22

- 50

Fig. 3.10. Pole-zero pattern
for Xj = 3 ft. (at tip).

Re

300

Fig. 3.9. Pole-zero pattern
for Xj = 0.55 ft.

22

- 300

Because of physical constraints or some particular performance needs. exact

In the collocated case, the interlacing property of the poles and zeros is well

known, and has often been used by designers for rocket and spacecraft control.

Noncollocated configurations have been studied by Canon and Shmitz (21]. In their

3.1.2 Conclusions

experiment, a position sensor is placed at the tip of a flexible beam. The ensuing

actuator tip-sensor transfer function is nonrninimum-phase, and has the shape of Fig.

3.10. That is our results are consistent with the zero patterns identified

collocation may not be possible. This implies that the regular alternation of poles and

zeros may not be obtained. and the control synthesis becomes more difficult. For

location. In general. the interlacing pattern for lower-order modes can be maintained.

However, the higher-order zeros can cross the invariant poles. It results in a set of

lm 170 lm 170
(rd/s) (rd/s)

ý'ý
:lof

ý
.., ý

,f 0 0
";;_ 55 55
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regularly alternaring poles and zeros, followed by a set of poles and zeros with a

reversed interlacing as shown in Fig. 3.8. Notice that at the boundary, there are two

consecutive poles. For such plants. a suitable compensation technique is not as

apparent as for a collocated arrangement; this situation is dealt with in section 3.3.

Now, if the sensor is placed far enough from the actuator, some nonminimum-phase

zeros appear, which imposes severe limitations on control synthesis.

3.2 Frequency-minimax control design

As shown in the preceding section, a noncollocated selection of the actuator

and the sensor can give rise to complicated control design problems. Some authors

have proposed solutions to this problem by applying optimal LQ and LQG

methodologies [21]. In this section we present a robust design methodology

applicable to this problem. The technique uses Kwakernaak's frequency-domain

optimization approach. We also emphasize the choice of the weightings in the cost

function, and give a search procedure which always yields the optimal stable solution.

A robust controller is a controller which can maintain some properties, such as

stability, under uncertainties in the actual plant parameters. For SISO systems,

commonly used measures of robustness are the Bode/Nyquist gain and phase

margins. These margins are often incorporated into the specifications of a control

system design. Horowitz [22], for example, combines these frequency response

measures with root-locus methodologies to meet explicit specifications on

disturbances, parameter variations, etc. It has been established that robustness may

be simultaneously expressed as a function of the sensitivity and its complement.

Zames [23] has formulated the sensitivity reduction problem as an optimization

problem; and has obtained stable feedback schemes. Kwakernaak [24] has extented

Zarnes' work and characterized robustness as a minimax problem of both the



form (3,3).

where, V and Ware suitable weighting functions. Robustness optimization is then

(3.16)

(3.17)

(3.18)Z(s) = IV(jW) S(jw),2 + IW(jw) T(jW)12

S = (1 + GPr1 = <I>cr/Xcl, T = 1 - S = \fIp/Xcl

complement T can be written as

where, Xci is the closed-loop characteristic polynomial given by Xci = <I>cr + \fIp.

,...,
.ý I

sensitivity function and its complement A nice feature of Kwakernaak's approach is

its ability to handle poles and zeros on the jS-axis (singularities), ic. plants of the

3.2.1 Kwakernaak's minimax approach

In this section we briefly present the procedural aspects of Kwukernaak's

methodology. For more details, the reader is referred to [24, 25J,

Consider a SISO plant P = \fI/<I> with deg <I> = n, deg \fi = m, m ý n. Let

G = p/o be a proper stabilizing compensator. The sensitivity function S and its

, ,

Suppose, the real perturbed plant is P = \}I,(l) . The resulting closed-loop

characteristic polynomial is X ýI
= <I>

'cr + \}l'p. Therefore,

Equation (3.17) indicates, by the principle of argument, that the perturbed

closed-loop system remains stable if and only if the RHS does not encircle the point -

1 + jO. Hence, a sufficient condition for stability is that the magnitude of the RHS be

less than one. This analysis leads to a robust criterion involving a weighted

combination of the sensitivity S and its complement T of the form

defined as (he problem of minimizing



(3.19)

(3.20)

(3.21)

(3.22)

(3.23)

2
Z(s) = À.

The optimization problem has a solution under the following assumptions

a) al ý bl , a2 = b2 + e, e = n . m.

Kwakernaak has solved this minimax problem by reducing it to solving a nonlinear

system of equations. More precisely, it can be shown that if a stabilizing controller

exists, then it is unique and it satisfies

where, Â. is a real and À.
2 is the minimum value of the cost. Let <I> = <1>_ <1>0 <1>+

and \l' = \1'_ \1'0 \fi +, where deg(<I>_) = n. , deg(<1>o) = no. deg(<1>+) = n, , deg(\I' _) =

m ." deg(\fIo) = mo, deg(\I' +) = IT4; such that <1>_ and \fI_have their roots in the open

LHP, <1>0 and \flo have their roots on the imaginary axis, <1>+ and \fi + have their roots

in the open RHP. Let V and W be

.

such that ý 1 (s) = ý les) <1>0 with deg(ýt) = bl. degtcq) = al; ý2(S) = ý2(s) \fi 0 with

deg(ý2) = b2, deg(Cl2) = a2. If the compensator G is chosen as

then. (3.20) can be written as a nonlinear system of equations of the form

where, X = <1>+ ý1 9 + \fi + ý2 ý " and the characteristic polynomial is Xci = <1>_ \l'. X .

'.ý ..
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(3.24)

" " " "
c) The polynomial y=al al P2P2+a2a2ý1 ýI has no roots on the

imaginary axis.

d) The roots of J31 and ý2 are also roots of, respectively, <1>0 <1>. and 'Po \1' ..

Let a polynomial 11 be

A polynomial 7tÀ. is defined, for those À for which it exists, as

The proof of this theorem is given in [24].

b) al and a2 have all their roots in the closed LHP; PI and P2 have all their

roots in the closed-loop LHP and have no common roots; al and PI have no common

roots; a2 and P2 have no common roots.

7tÀ. is well-defined for IÀI > Ào ý 0, where Â.o is the first value of À for which (3.24)

loses degree or assumes a root on the imaginary axis. Define, x = n; + rn; + bl + b2

by the following theorem.

+ e, t = rn, + b2 + e, z = n, + br The existence of the solution of (3.23) is given

Theorem 3.2

Assume that assumptions a) through d) hold, and suppose X À.o or X -Ào has

at least one root in the RHP. Then, there exists a À with IÀI> Ào ý 0 such that

deg(xV = x - l, deg(9) = t - l , deg(çÀ.) = z - 1; and XÀ. has all its roots in the open

LHP. Furthermore, the controller (9À.' çÀ.) uniquely minimizes (3.19) and the

minimal value is À2.
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with m ý n.

(3.25)

(3.26)
m +2

W (s) = __:t2ýs
'1':-:-:--_

2. If X ýo is unstable, the optimal reduced-order compensator is of order n -

3. The nonlinear system (3.4) is well-determined with unknowns À. and the

controller parameters (9, ç).

1. The roots of the polynomial yare the closed-loop poles (of XÀ,) for

Remarks

3.2.2 Robust control of flexible structures

IÀ.I = 00.

1.

Because of the very high-order of the FEM representation of a flexible

structure, a practical compensator has to be based on a reduced-order design model

(ROM). Typically, the ROM consists of the rigid-body modes and a number of low-

frequency elastic modes. Suppose that the dynamics of the flexible structure in

consideration has one rigid-body mode, and that the truncated design model includes

nI flexibility modes, nI ý k so that the ROM P, has the form

Now, we apply Kwakernaak's minimax method to design a robust

compensation for the plant Pn. In the case where the zeros of Pn also lie on the

imaginary axis, a suitable choice of the weightings V and W is found to be

where tI, t2 are positive constant design parameters. It can be easily verified that

these weightings satisfy assumptions a) through d) of theorem 3.2.
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solution X)., for IÂ.I ý Â{).

At this point we make some important remarks on the numerical aspects of

l'
"

.,

I

(3.27)
2 4

t} t2

2 4 4
t}+t}t2

With V and Was given by (3.26), the optimal controller may be obtained by

solving the nonlinear system (3.23) of degree 2n. In most situations the optimal

solution X).,o turns out to be unstable. Thus, one has to solve for the reduced-order

solving the nonlinear system (3.23). Obviously, solving a nonlinear system of

equations is among the hardest numerical problems one may encounter. Most of the

recent codes tackle the problem as an unconstrained optimization (trust region,

linesearch [26]). These global methods converge only toward a local zero or minima,

and no fool-proof algorithm is available. Another difficulty in solving (3.23) is that

we are seeking the unique reduced-order solution among all possible solutions (3.23)

might have. This amounts to finding a 'good starting guess'. A linear least-square

estimation procedure of the initial guess is proposed in [24], but in most cases the

result is a poor estimate. Because, first the overdetermined linear system depends on

the unknown Â. itself. Secondly, the degree of overdetermination is too high. For

Ir was mentioned previously that the roots of the polynomial yare closed-loop

poles for IÀI = 00. For a stable closed-loop design, plant poles and zeros on the

imaginary axis are included in, respectively, PI and P2. When these open-loop poles

and zeros are closely clustered, the roots of the polynomial y can be very near the

imaginary axis. This can complicate the search for the stable solution as IÂ.I is

decreased form infinity (roots can cross the imaginary axis into the RHP). The above

choice of V anfd W gave the best stability margins at IÀI = 00 "

The optimal value Â{), for which (3.24) loses degree, is found to be
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example, consider the flexible beam control problem of e.g. 3.3, where the ROM

design plant is of order 4. To solve the nonlinear system of order 8, we used the

modified linesearch algorithm [26]. The estimation procedure of the starting point

consists of solving a system of 16 linear equations in seven unknowns; and the

estimate fails to converge toward the desired stable solution. The convergence is to

X)..o which is unstable. Other starting points were tried unsuccessfully. In the

subsequent section we present a method that would always converges to the optimal

stable design.

3.2.3 Search procedure for the optimal stabilizing controller

To avoid the problem of searching for the stable solution among all possible

solutions of (3.23), we take the following approach. We know that when

assumptions a) through d) are satisfied, there exists a unique stabilizing compensator

of order (n-l) which minimizes (3.19). Moreover, this compensator is such that Z(s)

= Â,2. Suppose one can parametrize all stabilizing controllers of order (n-l). If the

parametrization is substituded in Z(s) = À. 2, the resulting nonlinear system has a

unique stable solution which is the optimal stabilizing controller.

Precisely, let G = alp be an (n-l) parametrization of all the stabilizing

controllers. Then, Z(s) = À.2 can be written as

(3.28)

" "" " ""

where XcI is the corresponding closed-loop polynomial, k
1

= PIP l ' k2 = P 2 P 2 '

andk = kl k2.
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lÀO which is unstable. Other starting points were tried unsuccessfully. In the

subsequent section we present a method that would always converges to the optimal

stable design.
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To avoid the problem of searching for the stable solution among all possible

solutions of (3.23), we take the following approach. We know that when

assumptions a) through d) are satisfied, there exists a unique stabilizing compensator

of order (n-l) which minimizes (3.19). Moreover, this compensator is such that Z(s)

= Â,2. Suppose one can parametrize all stabilizing controllers of order (n-l). If the

parametrization is substituded in Z(s) = À 2" the resulting nonlinear system has a

unique stable solution which is the optimal stabilizing controller.

Precisely, let G = alp be an (n-l) parametrization of all the stabilizing

controllers. Then, Z(s) = À2 can be written as

(3.28)

. .. . '.
where Xci is the corresponding closed-loop polynomial, kl = ýl ýl ' k2 = ý2 ý2 '

andk= klk2.
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Let XcI belong to the set of all stable polynomials of degree 2n - 1. ie. XcI can be

expressed as

(3.32)

(3.31)

(3.30)

(3.29)

5(41)>, 'l') G = W

n-I + sn-2 + +m
G = P = _m.....!l:.....s m-=2ý __ ·_··__ a.

a sn-l + nI sn-2 + ... +nn-l

210·1

X }= n(s + p.) = s2n-1 + dl s2n-2 + ... + d2n-1
C;'I 1

Now. the nonlinear system (3.28) has a unique stable solution. The

parametrization can be accomplished the following fashion. Consider the diophontine

equation

where, Pi " i = I ..... 2n-1 are in the open LHP. This normalized form of XcI ensures

a well-determined nonlinear system of equations (3.28). Let the parametrized

compensator G of order (n-I) be

Then, equation (3.29) can be written as

where,



The proof is established by contradiction. Suppose the matrix S(<1>, 'JI) is

singular. Then. there exists a nonzero vector V = [v} "..." v 2n-} ] such that

I

ÎI
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(3.34)

o

o

o 0

o

1

o

G = (ni nn.1 ml ... Illn)t ,

W = (dl - al dn - an dn+1 ... d2n_I)t

o 0

1

8n·l an·2 81 bn bn.l bl
s- (3.33)

an 8n.1 82 0 bn b2

0 8n 0

Proof

therefore. the compensator G is

Lemma 3.2

The matrix S is nonsingular if and only if the pair (<1>, 'JI) is coprime.

is 8 (2n-l) square matrix. and

Equation (3.34) is precisely the parametrization of all the reduced-order (n-I)

controllers. The free parameters dt. .... d2n-l are such that Xcl belongs to the set of all

stable polynomials.



from (3.34).

2. In examples 3.3 and 3.4, the closed-loop polynomial XcI is of order 7.

A

45

(3.36)

(3.35)

(3.37)

S(<1>t 'JI) V = o.

representation is one of the four possible closed-loop configurations.

One can parametrize the set of all stable polynomials of degree 7 as
3

X l= (s + r2) TI[(s + gý)2 + hý]; where rt gj, hj are arbitrary numbers. This
c

ý1
1

<1>(s) p(s) + 'l'(s) q(s) = 0

Remarks

Example 3.2: Double intewtor

Here, we consider the same example as in [24] to show the effectiveness of

the proposed search algorithm. Let the plant P(s) = 1/s2. The weightings V and W

are chosen as in [24], ie.

3.2.4 Design examples

1. The new variables of the nonlinear system (3.28) are the free parameters

dit ... , d2n_l and Â.. After the solution is obtained, the optimal compensator is derived

and if p(s) and q(s) are nonzero, we have

But (3.37) is not possible if (<1>, 'JI) is coprime. This establishes the proof.

Let p(s) = Sn-l + VI Sn-2 + ... + Vn-l and q(s) = Vn sn-l + Vn+l sn-2 + ... + V2n-l'

Equation (3.35) can be rewritten as
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To solve the minimax problem we used both the direct method (3.23) and the

parametrization procedure. In either case, the resulting nonlinear system is of order
4. For tl = t2 = I, table 3.1 shows the numerical solutions obtained with two

different starting points, a far away point and a closer one. In both cases, the direct

method converges to an unstable zero, whereas the parametrization algorithm

converges to the optimal stable solution.

Example 3.3: Flexible beam control

In this example we consider the control of a flexible aluminum beam, as

depicted in Fig. 2.1, with a length L = 3ft. For a collocated sensor and actuator, the

transfer function for the first 5 elastic modes is given by Fig. 3.11. A design ROM

P4 is taken to consist of the rigid-body mode and the first flexibility mode such that

Then, the minimax approach was applied (based on the ROM) to obtain an optimal

robust compensator of order 3. We have already mentionned that with the direct

method we could not find a suitable starting point that leads to the stable design. With

the parametrization scheme, the procedure has converged to the stabilizing solution

with a satisfactory precision. Table 3.2 shows the minimax compensators obtained

with two sets of design parameters (tl, t2)·

Given these optimal solutions, we simulated the closed-loop compensated

system. In the simulation, the 12th-order plant of Fig. 3.11 was used as an

evaluation model to take into account the effect of the the unmodelled higher-

frequency dynamics (spillovers). The closed-loop poles of the resulting nominal
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system are given by table 3.2. Figures 3.12 - 3.14 show the response to a step unit

and the frequency Bode plots for (tl = 1.6, t2 = 0.04).

To test the robustness of the controller, we simulated the closed-loop system

with a 30% decrease in the five frequency modes of the evaluation model. Table 3.3

gives the closed-loop poles of the system, under the simulated uncertainties, for the

minimax design and for a standard state-feedback observer design (based on the given

ROM P4). Note that only the minimax design remains stable.

Examp)e 3.4: NoncolJocated control

As we mentioned earlier, when the sensor is not collocated with the actuator,

the transfer function will not have the regular interlacing of poles and zeros (Fig.

3.1). In this example, we treat such noncollocated configuration, and consider the

12th-order transfer function of Fig. 3.15. Notice the reversed alternation of poles and

zeros on the imaginary axis, and the presence of a non minimum-phase zero. A 3rd-

order minimax controller is obtained based on a ROM P 4 which consists of the rigid-

body and the first flexibility mode, ie.

P 4
= O. 16 (s 2 + 88.66)

.
s2 (s2 + 69.38)

Table 3.4 shows solutions for two sets of (tl, t2). It also gives the closed-loop poles

of the nominal compensated system, in which the evaluation model is the 12th-order

plant of Fig. 3.15.

We also verified the robustness of the design by lowering the frequency

modes by 30% in the evaluation model. Table 3.5 gives the results for the minimax

compensator (tl = 0.5, t2 = 0.07), and for a state-feedback observer design. Again,

note the better robustness of the frequency optimization design.
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3.2.5 Conclusions

In this section we have presented a minimax compensation technique for the

robust control of flexible structures. We have also developed a search procedure

which always converges to the optimal stabilizing solution. Then, the minimax

approach was compared to state-space optimal methods. It is our experience that

controllers obtained with the minimax design have better robustness properties.

3.3 Generalized lead-lag compensation technique

We have shown in the beginning of this section, for a class of flexible beams,

that as the sensor is displaced away from the actuator, the zeros move upward along

the jS-axis. Starting with the highest mode, the zeros will cross the poles while the

poles remain invariant. At some point, the zeros break into the complex plane in a

nonminimum-phase fashion.

Before the zeros break into complex patterns, ie. for small positional gaps

between the actuator and the sensor, the system model has the form of Fig. 3.16.

lm (rdls)

613.1

169.1

110.5

102.6

54.9
53.4

22.2
18.1

4.1
2.67 Re

Fig. 3.16 Plant pole-zero locus of the beam
with a sensor located at Xj = 0.5 ft

ý

}
"
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Table 3.1 Comparaison of the minimax direct method and
the parametrization scheme for a plant G(s) = l/s2.

'tl =1 't2=1 S tarring point Numerical solution

(h Çl Ç2 À
Direct

method .7 .4 .7 3 -.68 -.21 .67 1.02

-20 20 10 20 -.68 -.21 .67 1.02

n} m} m2 À

parametrization .7 .4 .7 3 2.34 2.18 .98 2.34
approach

-20 20 10 20 2.34 2.18 .98 2.34

lm (rdls) ..

1

169.1
"

146.1

10l.6

88.8

54.9
45.3

22.2
16.2

4.1
2.58 Re

Fil. 3.11 Plant of the flexible beam with a
collocated sensor and actuator,
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Table 3.2 Minimax design for the flexible beam with x
J

= O.
Nominal closed-loop system.

ti = 1.6 t2=.04 ti = 0.5 t2= 0.1

nurumax. Closed-loop .. Closed-loopnurumax
Compensator poles Compensator poles

À= .025 -.62 Â= .025 - 1.86
n} = 16.16 -.63 ±j 2.89 nI= 9.84 - 2.33 ±j 1.45
n2= 30.14 - 3.73±j 2.1 n2= 8.88 -.29 ±j 2.47
n3= 147.54 - 2.54±j 3.71 n3= 62.25 - 1.09 ±j 3.12
mI= 6319.1 -. 66±j 23.24 mI= 2445.6 -.22 ±j 22.6
m2= 13431 ·.14 ±j 55.44 m:r= -1594.S -.04 ±j 55.1
m3= 69445 -.043 ±j 102.9 m3= 18323 -.012 ±j 102.7
m4= 28834 -.027 ±j 169.4 m4= 12616 -.008 ±j 169.2

Table 3.3 Effect of model-parameter variations upon stability
of closed-loop system.

Closed-loop poles of compensated system under 30% decrease
in all frequency modes of the evaluation model

Minimax design (tl = 1.6, tl = 0.04) State-space design

-.61 -.508
-.6±j 1.75

- 9.66
-.36±j .55-.97 ±j 3.15
+ .36±j 1.76- 4.64±j 4.23
- 3.84 ±j 4.26

- 1.1 ±j 16.8
+ .08 ±j 15.88-27±j 39.2
+ .06 ±j 38.47

-.C1J ±j 72.3
+ .02±j 71.8

-.055 ±j 118.8
+ .01 ±j 118.4



Fig.3.12 Step response. Minimax design for the
flexible beam with Xj

= o.
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Table 3.4 Minimax design for the plant of Fig. 3.15.
Nominal closed-loop system.

tl= 1.5 t2= 0.08 tl=0.5 '[2- 0.07

minimax Closed-loop minimax Closed-loop
Compensator poles Compensator poles

Â= .032 -.5

ni = 24.01
- 1.52 ±j .31 Â=.I17 - 1. 17

n2= 513.5
- 1.75 ± j 6.24 nl=19.5 -1.45±j2.18

n3= - 353.4
- 7.46 ±j 5.68 n2= 290.2 - 1.1 ± j 6.6

ml= -1975.S -.83 ± j 53.86 n3 = - 666 - 6.1 ±j 4.7

m2= 3089.1 -.14±j 146.9 ml= - 960.6 -.4 ±j 53.02

m3= 1220.7 -.034 ± j 286.7 m2=4732.6 -.07 ±j 146

m4= 347.2 -.008 ± j 473.5 m3= 2465.3 -.016 ±j 286.5
m4= 1604.9 -.004 ± j 473.4

Table 3.5 Effect of model-parameter variations upon stability
of closed-loop system

Closed-loop poles of compensated system under 30% decrease
in all frequency modes of the evaluation model

Minimax design (t 1
= 1.5, t2 = .08) State-space design

-.5 -.44
- 1.3 ±j .5 - 5.79
-.06±j4.13 -.39 ±j .46
- 8.5 ±j 7.6 + .17 ±j 2.55
- 1.5 ±j 38.6 - 2.09 ± j 6.64
-.29 ±j 103.4 -.06±j39.1
-.07 ±j 201 -.008 ±j 109.6
-.017 ± j 331.6 -.001 ± j 214.7

-.0005 v j 354



The pole-zero pattern of Fig. 3.16 describes the plant, for the first 5 elastic

modes, of the 3 ft long aluminum flexible beam (Fig. 2.1) with a sensor located at Xj

= 0.5 ft (from the actuator). In this case, the design of a stabilizing controller is not

an easy task. The goal of this section is to address the problem of controlling this

category of plants. We will first define a general class of systems which are

characterized by a pattern of alternating poles and zeros on the imaginary axis. Then,

we develop a robust low-order compensation method for the defined class of plants.

3.3.1 Statement of the problem

We consider a class of single-input, single-output systems which are

characterized by zero damping and a pattern of interlacing poles and zeros as shown

in Fig. 3.17.
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Fig. 3.17 Plant pole-zero locus
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The pole-zero pattern of Fig. 3.16 describes the plant, for the first 5 elastic

modes, of the 3 ft long aluminum flexible beam (Fig. 2.1) with a sensor located at xJ

= 0.5 ft (from the actuator). In this case, the design of a stabilizing controller is not

an easy task. The goal of this section is to address the problem of controlling this

category of plants. We will first define a general class of systems which are

characterized by a pattern of alternating poles and zeros on the imaginary axis. Then,

we develop a robust low-order compensation method for the defined class of plants.

3.3.1 Statement of the problem

We consider a class of single-input, single-output systems which are

characterized by zero damping and a pattern of interlacing poles and zeros as shown

in Fig. 3.17.
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(3.38)

n,

n,

for k = nj+l, ... , nj+l; j = 0,2,4, ...

ZkE (Pk,Pk+l)

for k = nj+l, ... , nj+l; j = 1,3,5, ...

0< nj < ... < nr

Kg>O

Pi <Pi+l

Zi < Zi+I for i = 0, ... , nr-l

Kg n(s2+Zý) n (s2+zb

O(s) =
k=l k=n1+l

ni nl
s2 n(s2+pý) n (s2+pý)

k=l k=nl+1

A system in the class has nr pairs of complex conjugate poles and zeros, all on

More specifically, the class of systems is defined by transfer functions of the

following form

such that,

and,

the imaginary axis, in addition to a double pole at the origin (the rigid body mode).

there are either two consecutive poles or zeros.

each subset the poles and zeros have a regular alternating pattern, but from one subset

to another, the alternating pattern is reversed. Thus, at the boundary of two subsets

The nr pairs of poles and zeros are assumed to be grouped into r subsets. Within

For these systems, classical compensation techniques, such as Bode, are not

very useful due to the irregularities in interlacing. For example, it can be easily
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demonstrated that a lead compensator produces an unstable design. One may use

state-variable methods to produce a state-feedback observer type of controller.

However, to ensure stability, the resulting controller could be of very high order,

therefore very sensitive to modeling uncertainties. The Hoc approach to robust control

may be one possible area of investigation, although some methods [27] do not handle

plant poles and zeros on the imaginary axis. In this paper, we propose a

compensation scheme for systems given by (3.38). The method is aimed at low-

order and robust designs.

3.3.2 Generalized lead-lag compensators

The main result of this section is a compensation technique for systems (1).

First, we define a notion called k-stability.

Definition 3.1

Consider an open-loop system G(s)

G(s) = FC b(s)/a(s)

in a unity feedback closed-loop system, where FC > 0, and a(s), b(s) are monic

polynomials with deg(a) > deg(b). An open-loop pole P, that is a(P) = 0, is said to

be k-stabilizable, if there exists a non empty interval (0, :Ka) such that the root locus

originating from P is in the open left half plane' for FC in (0, FCo). The closed loop

system is said to be k-stabJe if every open-loop pole is k-stabilizable.

Kvstability will be the goal that our compensation technique is aimed at.

Obviously, a stable closed-loop system is not necessarily k-stable. In what follows

we give three lemmas, which are the basis of the proposed compensation. The proofs

of the lemmas are based on the classical root locus techniques [28]. The first lemma
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departure angle of each branch. The departure angle xi of the loci from the ith mode

satisfies:

'j

(3.39)
"

H(5) = Kh
(s+Z)(s+Z

'}
(s+P)(s+P)

O<Zi <Pi <Zï+l for all i z 1.

Kg>O

Consider a plant

;'1
O(s) = Kg ----

N-1

52 n(5ýpb
;'1

and

where

Lemma 3.4

where, 9 and a are the phases of the pole and the zero of the lead compensator.
Since for a lead compensator 0 < 9 - a <

ý
,it is clear that branches from all the

modes depart into the open LHP. Therefore, the system is k-stable.

Let H(5) be a compensator given by

such that
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0< (Im(P), Im(Z» < Z},

Re(p) > Re(Z) > 0

then all poles Pi of Gïs), i ý 1 are k-stabilizable.

Proof

The departure angle xi of the loci from the pole Pi is given by:

" "
where a, a , e and e are the phases of, respectively, Z, Z*, P and P*;

since, 0 < a - e < ý, and 0 < a· - e· <
ý

,then all branches from the poles Pi

start in the open LHP, i.e. the poles Pi are k-stabilizable.

Lemma 3.5

Consider an open loop system

.. 1
G(s) = Kg ----

N-l
52 TI(5lt-pb

;':1

where

Kg>O

and

0< Pi < z, < Pi+ 1 for all i :Il!: 1.

Let H(s) be a compensator of the form

..

"
,"



.
7t " "

x1=---(a-e)-(a -e)
2

Again, we examine the departure angle xi of the loci from the pole Pi. The

phase xi is given by:

" "
where a. a , e and e are the phases of, respectively, Z, Z*, P and P*;

since, 0 < a - e < ý, and 0 < a.. - e
"

<
ý

" then all branches from the poles Pi

start in the open LHP, Le. the poles Pi can be k-stabilized.
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(3.40)

x, >0,

o < (lm(P), Im(Z» < Pl

Re(Z) > Re(p) > 0

"
H(s) = x, (S+Z)(S+Z )

"
(S+P)(S+P)

such that

then, all poles Pi of O(s), i ý 1 are k-stabilizable.

Proof

It is to be noted that the lag compensator cannot stabilize the rigid body mode,

i.e. the overall system is not k-stable. We shall call compensator (3.39) a ýeneralized

k&I compensator, and compensator (3.40) a ýeneralized laý compensator.

We now address the problem of stabilizing the class of systems (3.38).

First, we note that to stabilize the rigid body mode, real lead compensation is

necessary. Secondly, according to lemmas 3.4 and 3.5, each ith subset (i = 1, ... , r)

of poles can be k-stabilized either by generalized lead or lag compensation (depending

on interlacing). These observations suggest the compensator structure depicted in
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Fig. 3.18. The real-valued lead pair (Pý, Zý) is to stabilize the rigid body mode and

the first set of poles (i = 1). A generalized lag pair (P2, Z2) is placed so that

P
nI

< (Im(P2>, Im(Z2» < P
nI + 1

and

Re(Z2> >Re(P2> > o.

Both minimum and nonminimum phase configurations are possible, as shown in

Figures 3.18 and Fig. 3.19. This special placement of (P2, Z2) provides the needed

phase lag for the second set of poles (i = 2). Furthermore, it results in additional

phase lead for the double integrator and the first set of poles. Next, notice the

interlacing reversal between the second set (i = 2) and the third set (i = 3). Hence, a

generalized lead pair (Pý, Zý is inserted so that

and

Re(pý) > Re(Zý) > 0 .

This ensures the required phase lead for the third set (i = 3) of poles, and also

introduces more phase lag to the second set of poles. Again, the generalized lead can

be either minimum or nonminimum phase. The process can be continued in the same

manner with a total of r pairs (pi " Zý. so that all the poles are k-stabilized.
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Fig. 3.18 Generalized lead-lag. Minimum-phase design.
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The following theorem gives necessary and sufficient conditions for the

Re
Pl

Fig. 3.19 Generalized lead-lag. Nonminimum design.

branch that stans from Pj. We now state the main theorem.

compensation procedure to be k-stable.

Let et ' i = I, ... , r for j = l , ... , nr be the phase between Zý and the plant

pole Pj; Clý the phase between pf and the pole Pj ; x.i the depanure angle of the loci



Let G(s) be a system given by (3.38). Let H(s) be a generalized lead-lag

compensator defmed by

Theorem 3.3

(3.41)r

(s+Pý) Il (s+Pf) (s+pr>
i=2

i = 1

64

r

O<Leý-aý<1t
i = 1

r

Kh (s+Zý) Il (s+zf) (s+Zr>
H(s) = i = 2

r

L
k k

- 1t < e· - S: < 0
1 1

Kh>O

P Dl < (lm(Pý. Im(Zý) < P Dl + l' and Re(Zý > Re(pý > 0

P
D3

< (Im(pý. Im(Zý) < P
D3 + 1 " and Re(Zý > Re(pý > 0

ZD2 < (lm(pý). Im(Zý> < ZD2 + 1 " and Re(P3) > Re(Zý > 0

The unity feedback closed loop system is k -stable if and only if

such that

1. Every pole Pk " k = nj + 1, ... , nj+ 1 for j = 0, 2, 4, ... satisfies:

2. Every pole Pk, k = nj + 1, ..." nj+l for j = 1,3,5, ... satisfies
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Proof

The proof consists simply of examining the departure angles of each branch of

the root locus. Let us consider the pole Pk. " k = nj + 1 "..." nj+ 1 for j = O. 2. 4 "... ;

the corresponding departure angle xk. is given by:

r

k 7t L k k
X =-+ 9· -a·

2 1 1

i = 1

so. a sufficient condition for Pk to be k-stabilized is:

In the same manner. if we consider the pole Pk " k = nj + 1, ..." nj+l for j = 1. 3,

S, ...

the departure angle xk satisfies

i.e ." it suffices for Pk to be k -stabilized that:

r

L
k k-x c 9· -a· <0
1 1

i = 1

it is obvious that the compensator poles pf . i = 1 "..." r are k-stabilizable, since they
"

belong to the open LHP.

Now. we need to prove the k-stability of the rigid body mode. For this. we

consider the loci branch that departs from the rigid body mode.

Let Pc be the closed loop pole that corresponds to a sufficiently small

displacement from the point (O. 0) in the upper half of the complex plane.
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Define Cl as the phase between Pe and (0, 0), and (8 ý - Clý ) > 0 the phase
contribution from the reallead pair ( Pý , Zý) at the pole Pe .

Let the angular contribution from any two symmetric zeros be çj , where çj

are small positive numbers.

Let the phase contribution from any two symmetric poles be -
£j , where £j are

small positive numbers. Thus, the angle Cl is given by

Cl =
ý

+ !«8ý - Clý) + L(Çi - £i»

i

for a small displacement the term L(Ç i
- £i) is small, therefore it is possible to place

the lead (Pý , Zý) so that

Le. the rigid body mode is k-stabilizable.

It is also clear that conditions 1 and 2 of theorem (3.3) are necessary. Since,

any violation of conditions 1 and 2 of the theorem implies a loci branch departs in the

open RHP. In this case the closed-loop system is not k-stable.

3.3.3 Design procedure

In this section we describe a procedure for selecting generalized lead-lag

compensators for systems (3.38). A simple example is given to illustrate the design

and to show the robust stability.

1. Start with some real-valued lead ( Pý , Zý). The zero Zý should be close

enough to the origin so that the rigid body mode can be k-stabilized, Some additional
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phase lead will be introduced by ( pf ' zf) i ý 2, and should be taken into account for

the k-stabilization of PI, ... , Pnl.

2. Select a generalized lag (Pý, zý ) to stabilize Pn I + land Pn2, i.e. by

satisfying condition 2 of theorem (3.3). The lag contribution can be increased by

pulling Pý toward the imaginary axis and stretching zý to the left of the complex

plane. If (pf ' Zf) i ý 3 will be required, then allow some additional phase lag. When

PnI+l and Pn2 are k-stabilized, the poles PnI+2 , ... , Pn2-l are most probably k-

stabilized (it is guaranteed under certain conditions). Nevertheless, the stability of

every mode has to be checked (step 4). It is to be noted that the amount of damping

may be controlled by the compensator gain Kh, and (or) by stretching the pair

(Pý, Zý) which results in a larger departure angle.

3. If higher order compensation (i.e. (pf, zf ) i ý 3 ) is necessary , then

repeat step 2 according to the pole-zero interlacing.

4. After the compensator is selected, one has to be check that all poles satisfy

the k-stability conditions of the theorem. Finally, an appropriate compensator gain

Kh is selected

In figures 3.20 and 3.21 we show the shape of the root locus for the

minimum-phase and nonminimum-phase design. For simplicity, the case r = 2 is

considered, i.e. two sets of poles and zeros with one reversal in the pole-zero

interlacing.
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Example 3.5: Noncollocated flexible beam control

To illustrate the proposed compensation technique, we consider the

noncollocated control of the flexible beam depicted in Fig. 2.1, which has a transfer

function as shown in Fig. 3.16. Following the procedure, a generalized lead-lag

controller is found to be

H - K
(s + 0.2)(s - 250 + j loo)(s - 250 - j 100)

-
h (s + loo)(s + 250 + j loo)(s + 250 - j 100)

We then conducted simulation studies for Kh = 100000. Figures 3.22-3.25 show

the Bode plots for the closed-loop and open-loop compensated system. Figures 3.2ý
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3.27 gives the Bode plots of the compensator H(s). and Fig. 3.28 shows the step

response of the closed-loop system.

Again. to verify the robustness of the system we simulated the design with a

25% drop in the 5 flexibility modes of the evaluation model (Fig. 3.16). Table 3.6

gives the closed-loop poles for both the nominal and perturbed evaluation models.

These results indicate a satisfactory performance with adequate robustness.

3.3.4 Conclusions

In this section we have presented a design methodology for a specific class of

dynamical systems. The control synthesis is relatively simple and can provide a low-

order and robust compensation for the high order plant. The method handles poles

and zeros on the imaginary axis. which are in a pattern not easy to compensate for.

An important application is flexible beam control when exact collocation cannot be

achieved. There is a considerable amount of flexibility in the choice of the pole-zero

topology of the compensator. Typically, several trials are required to obtain

satisfactory damping for each mode.
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Closed-loop poles of compensated system

Nominal system 25% decrease in frequency modes
of evaluation model

-.209 -.24±j .2
-.47 ±j 2.69 -.32 ± j 3.1
-4.1±j21.6 -.28 ±j 16.8
- 30.1 ±j 5.9 -.03 ±j 41.2
-.33 ±j 55.6 -.02 ±j 76.8
- 1.1 ±j 101.3 - 95.8
- 3.4 ±j 169.5 -.34 ±j 126.6
- 260.5 ±j 106.9 - 250.8 ±j 100.5

Table 3.6 Generalized lead-lag design for the flexible beam (Xj = 0.5ft).
Effect of parameter variations upon stability.
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CHAPTER IV

MULTIV ARIABLE CONTROL OF FLEXIBLE STRUCTURES

The structural representation of a complex flexible structure can contain many

'clumped' low-frequency modes. Hence, there is a need to control a large number

(say> 50) of elastic modes, which is well beyond the capacity of a SISO control

logic. In this case, a MIMO design with multiple sensors and actuators is required,

for mutivariable control can provide more advantages and versatility over SISO

control. We also mention that many large structural systems are inherently multi-

variable problems.

It is desirable to use the capabilities of MIMO control to achieve some special

properties that enhance the control performance. The main question being asked in

this chapter is what are the advantages offered by a multi-output design? We give a

partial answer to this question by showing that a multi-sensor design can greatly

improve the robustness of the closed-loop system.

An important problem in LFS control is how to select, in some optimal sense,

the locations (on the LFS) of a limited number of actuators and sensors. Some

literature is available on the optimal sensor and/or actuator placement for flexible

structures. Most of the methods consider a stochastic environment and assume

Gaussian distributions for observation noise and input disturbances. The optimal

selection of the locations is then determined by optimizing some appropriate cost

functional. In [29], a standard LQG problem is considered, and the optimal

placement is obtained by minimizing the cost functional with regard to these locations.
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In [30], a similar approach is proposed, and necessary and sufficient conditions for

the existence of the optimal locations are stated.

Next, we consider the multi-output control problem of elastic systems. Our

goal is to use the flexibility offered by a multivariable design to improve the system's

robustness. This approach is motivated by the sizable parameter uncertainties that

occur in the design models of LFS. A solution to this problem is obtained in the form

of an optimal selection procedure of the sensor locations. The method achieves a

robust control design and is based on the concept of eigenstructure assignment by

orthogonal projections.

We have discussed in chapter III the model dependence on the spatial

locations of the sensors (and actuators). This important property of flexible structures

will also be used in section 4.1 to derive the optimal sensor placement algorithm.

Recall the FEM representation (2.2) of a flexible structure (of order k). In the

following, we assume a state-space control design based on a truncated design model.

The ROM has a dimension n < k and is given by (2.27). The state-feedback control

law and the state estimator are, respectively, as given by (2.29) and (2.30).

We now consider the problem of synthesizing a robust state observer. More

specifically, our robustness design problem can be formulated as follows. We seek

optimal sensor locations Xi (ie. an optimal matrix C (2.25» and an optimal gain matrix

L such that some robustness measure is minimized. In the subsequent section we

examine the deterministic estimation problem by pole placement, based on the ROM.

A quadratic cost is defined as a measure of robustness. This cost is first reduced by

eigenstructure assignment, and is further minimized with respect to the sensor

locations which yields the optimal selection of the locations.
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4.1 Robust optimal sensor placement for flexible structures

In this section we examine the multivariable problem of designing a robust

state estimator (2.30) by pole placement. We first discuss the problem of sensitivity

to plant uncertainties and introduce a well-known measure of eigenvalue conditioning.

4.1.1 Eigenvalue conditioning

It is well-known, in the multi-input multi-output (MIMO) pole assignment

problem, that for a given set of distinct eigenvalues, the gain matrix is not unique.

This freedom of choice in the selection of the gain matrix should ideally be used to

achieve some desirable properties in addition to satisfying eigenvalue placement

constraints. For flexible structures, we intend to use this underdetermination to

enhance the system robustness.

Consider the error dynamics of the asymptotic observer (2.31). Our objective

is to choose matrices C and L such that the assigned eigenvalues of (A - LC) are the

least sensitive to parameter variations in the model. It is well-known in numerical

analysis [31] that eigenvalue sensitivity depends on the condition number of the

eigenvector matrix. More precisely, let Â. i be a distinct eigenvalue and fi , Ii be the

corresponding right and left eigenvectors of a given matrix. The eigenvalue condition

number, which is a measure of eigenvalue sensitivity. is defined as

(4.1)

Let F = ( fit ... , fn) be the eigenvector matrix. It is shown in [31] that

"
. ý 2 1/2t The 2-norm or a vector v " (vi) IS IIVll2 = ("",vi) .

"I
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(4.2)

where, K2(F) is defined to be the condition number of the matrix F. Equation (4.2)
indicates that K2(F) can represent a measure of eigenvalue sensitivity, or equivalently,

of robustness. Therefore, for the least sensitivity, K2(F) should be minimized.

Moreover, a perfect conditioning, ie. best robustness, is achieved when the matrix F

is orthogonal (K2(F) = 1).

Eigenstructure assignment in multivariable linear systems has in the last years

been applied to robust control design. For example, in [32, 33]. a scalar index is

defined based on the condition number (4.1), and a constrained optimization of the

index is performed. The constraints are pole assignment requirements which are

expressed as Sylvester's equations. Kautsky [34] defines equivalent measures of

robustness which are all related to (4.1). Then, orthogonal projections into the linear

space of eigenvectors are performed to reduce the sensitivity measures. This method

is based on the QR decomposition and is numerically reliable and efficient. Juang

[35] follows the same approach to minimize a quadratic robustness index, utilizing the

singular value decomposition (SVD). Next, we apply this method of orthogonal

projections to develop a robust sensor placement procedure for flexible structures.

4.1.2 Robust optimal sensor placement

Consider the problem of allocating arbitrary and distinct eigenvalues

A = {Ài} ý=l to the matrix (A - Le). It is well-established that a solution exists if and

only if (A, C) is observable. Moreover, in the MIMO case, the associated eigenvector

matrix F = {fi} ý=l of rank n is not unique [36] (and so is the gain matrix L). More

precisely, the eigenvector fi belongs to a linear subspace of rank m (m < n). It is also

shown in [36] that the eigenvector matrix can be partially assigned. and that a gain

tt The 2-norm of 8 matrix A = (a1j) is (maximum eigenvalue of AI A)l!2.
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matrix can be uniquely determined by specifying an eigenstructure. The method

presented in [34, 35), for robust eigenstructure assignment, consists of determining

eigenvectors fi which are as 'orthogonal' as possible. The eigenvectors are selected

such that the matrix F is a least-square approximation of a given onhonormal matrix.

Based on this approach, we define a quadratic robustness index as in [35].

Definition 4.1

Suppose (A, C) is observable, and let L be the (n x m) gain matrix that

assigns arbitraryanddistincteigenvaluesA= P"il:l' Let 7= (F= {fJý=l} be the

set of all eigenvector matrices associated with the eigenvalues A. Suppose Q is a

given n-dimensional set of orthonormal vectors. We define a quadratic cost

functional J as

2
J = IIF - Qlr t

where Fe 7.

The minimization of the index J is the basis for the selection of a well-

conditioned eigenvector matrix F. More specifically, the following theorem holds.

Theorem 4.1

Suppose IIF - Qll2 < 1. Then minimizing the cost J, for Fe 7, reduces the

condition number K2(F).

Proof

If (A, C) is observable, any set of distinct eigenvalues A = p., il ý.. l can be

assigned. Funhennore, since the eigenvalues are distinct, there exists at least one set

of n linearly independent eigenvectors F = {fi}:1 e 7 associated with A. Let Q =

" "
. ýý 2 1/2t The I-norm of a matrix A = (aij) IS IIAlI f

= ("",ýIaijl) .

j_1 I-I
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(4.3)

(4.4)

(4.5)

"
J = L(fýfi - 2 q!fi) + n

...
I

J = IIF - QIý= tr [(F - Q)(F _ Q)t]

ie.,

(qi) be a set of n-dimensional orthonormal vectors, which implies K2(Q) = 1. The

cost J can be put in the form

Next, we show that by minimizing (4.4), the condition number

K2(F) = IIF 112I1F"12 is reduced.

b) It is clear that o' F = I - Qt R, and since F·I exists, thus

a) Ler R = Q - F be the residual matrix. Hence, IIF 112 S 1 + IIR 112; which

implies minimizing J decreases the 2-nonn of F, IIF 112 "

it is shown in [26] that if IIQt RI12 = Il R 112 < 1, then (I - Qt Rfl exists and,

hence, if Il R 112 < 1, the RHS of (2.3) is minimum for Il R 112 = O. Moreover,

Il RII2 sil RIIF" Therefore,if Il RII2<l,minimizingJreducesthe2nonnofF·l,

the condition number.

ie. decreases K2(F). C

It should be noted that Ii R il2 < 1 is a sufficient condition for reducing K2(F).

However, an example can be given where Il R li2 > 1 and minimizing J deteriorates

Theorem 4.1 shows that by minimizing the cost J, the condition number

K2(F) of the eigenproblem is reduced. We now use the model dependence on the



Theorem 4.2

Proof

(4.7)

(4.6)

" "
nuns J

Sen

where S = (Xl """"" xm) is the sensor location vector. and n is the domain of all

82

f" '\ l -1 l l
ý

-l
t

. = ( 1\.' I - A) C [C 'l' . 'l' . C C 'l' . qI I I Iii

sensor locations to further minimize K2(F) and derive a robust sensor placement for

flexible structures.

-1
with 'IIi = (Âi I - At) . Furthermore. the optimal sensor locations that minimize f

are solution of the minimization problem

and the minimum cost J. is

possible sensor locations on the structure.

Given a n-dimensional orthonormal set Q = {qi}. the optimum eigenvectors
"

fi' for system (2.27), that minimize the cost J are given by

shown in [36] that

Suppose (A-LC) has n distinct eigenvalues {Âi} and a set of eigenvectors FA.

In this case. it is easy to see that the dual (A l_ Cl Ll) has the same eigenvalues {Âi}'

and a set of right eigenvectors F = FAl " In addition. the condition numbers of FA

and F are identical, ie. K2(F A) = K2(F). Therefore, for convenience, we consider the

dual ( Al - Cl Ll) with eigenvalues {À.i} and a set of eigenvectors F = {fi}. It is
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f·=(Â.I-At) CtU·

I I I
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(4.8)

-1 -1
for some u, , ie. fi belongs to the range of (Â i I - At) ct. Let 'fi i

= ( Â i I _ At)

then the cost (3.2) becomes
"

J = ý u! c 'fi! 'fl. ct u. - 2 qt 'fl. ct u, + n.t- I I I I i I I
"

W

The optimal u; can be found from

aJ =0
au·

I

u

" t t
-1

t
u. = [C 'l' . 'l' . C] C 'l' . qI I I I i

ie. the. optimum eigenvectors f; that minimize the cost J are

" t -1 t t ý..J tf· = (Â· I - A) C [C 'l'. 'l'·C C 'l'. qI I I I I i

"
substituting ui in (4.9) results in

(4.9)

(4.10)

(4.11)

where, the output matrix C(S) is function of the sensor location vector S. The cost J"

can be further minimized by finding a minimizer S· of (4.11). In other words,

optimal sensor locations which minimizes the index J. can be obtained by solving

"
mins J

Sen
(4.12)
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given Q orthonormal, and where n is the domain of all possible sensor locations on

the structure.O

From the previous theoretical results, a design procedure for robust optimal

sensor placement can be implemented. The sequential algorithm consists of five steps

and can be summarized as follows.

4.1.3 Design procedure

1. Given desired distinct eigenvalues {Â.i}, start with an arbitrary sensor

placement S, which results in a corresponding pair (A, C(S».

2. Determine an eigenvector set FI = {fil} for ( At, ct ), with condition
,

number K2(Fl), and such that ft e R( 'IIi ct).

3. Construct an orthonormal set Q from FI (eg., by Gramm-shmidt

orthogonalization) .

4. Minimize t (4.7) to determine the optimal sensor locations S· that results

in a new pair ( A, C(S·».

5. Given qi ; compute u:, the optimal eigenvector matrix F·, and its

condition number K2W). The optimal gain matrix is, then, given by

t " "
.-i

L = - [u I
"". Un] F

Remarks

(4.13)

The cost 1· as given by (4.6) is nonlinear. In fact, (4.7) is a constrained

optimization problem, and it is very unlikely that it has a closed-form solution. A

numerical solution, however, can be obtained. We also mention that the optimal
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solution is dependent on the arbitrarily chosen orthonormal set Q. That is, the

robustness of the solution can be affected by the choice of the matrix Q.

4.2 Design example: Flexible beam control

We applied the above procedure to control a three-foot long flexible aluminum

beam, as shown in Fig. 2.1. The ROM is of order 4 and includes a rigid-body mode

and the first elastic mode. The control consists of a controller-observer type of

structure with one actuator, one position and one rate sensors. In step 1 of the design

procedure, arbitrary sensor locations are set as Xl = 0.2 ft. for position sensing, and

X2 = 0.4 ft. for velocity sensing. A set FI of eigenvectors is constructed (step 2)

with a condition number K2(FI) = 2541.4. In step 4, the optimal sensor locations are

found to be Xl = 3 ft. and X2 = Oft. The resulting condition number of the optimal

eigenvector matrix is K2(F·) = 18.54, which indicates the improvement in

robustness.

Computer simulations were then conducted to test the control design. The

evaluation model is of order 12 (rigid body and 5 flexible modes) to include the effect

of the unmodeled higher-frequency dynamics. Table 4.1 gives the poles of the

closed-loop nominal system. Figures 4.1 and 4.2 show the position YI and velocity

Y2 outputs to a step command. Table 4.2 shows the effect of plant uncertainties upon

the stability of the closed-loop system. To simulate the model-parameter variations,

all the frequency modes in the evaluation model are lowered by 35%. Table 4.2 gives

comparative results for a state-space SISO design with a collocated sensor and

actuator, a SIMO design with arbitrary locations Xl = 0.2 ft. and X2 = 0.4 ft., and

the SIMO design with optimal sensor locations Xl = 3ft. and X2 = O.ft. In all three

cases, the assigned sets of controller and observer eigenvalues are the same. Note the
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better robustness of the optimal design, which is the only one that remains stable

under the simulated plant uncertainties.

4.3 Conclusions

We have presented an optimal sensor placement method for robust control of

flexible structures. The optimization is performed by minimizing a time-domain

measure of robustness, and also uses the fact that the output-measurement matrix is

function of the location of the sensors. In the multi-input multi-output case, by

duality. the same approach can be applied to robust optimal placement of the actuators

on the structure.

Table 4.1. Poles of the closed-loop system with
a nominal evaluation model.

Closed-loop poles of the compensated system
with a nominal evaluation model

- 1.03
- 1.35
- 2.36
- 3.445
- .976 ±j 1.02
- .3.07 ±j 3.186
- .46 ± j 23.06
- .103 ±j 55.32
- .029 ±j 102.8
- .02 ±j 169.35



87

20

(SecSds)

15105

Fig. 4.1 Step response. Position output YI with
the optimal sensor placement

e

.s

1

e

1

-.s

e

.s

e 5 10 15 20

(Secxmds)

Fig.4.2 Step response. Velocity output Yl with
the optimallCnsor placement.



Table 4.2. Effect of model-parameter variations upon stability of
closed-loop system.

Closed-loop poles of compensated system under 35% decrease
in all frequency modes of the evaluation model

88

SIMa design Optimal SIMa design
" "

x1=0.2ft,x2=0.4ft x1=3ft, x2=Oft
-= -= -= lIIIl -= -= -= .ý -= _ _ _ _ -=

srso design
(collocated )------

- .488
- 9.946
- .327 ± j .539
+ . 453 ± j 1.68
- 3.81 ±j 4.31
+ .055 ±j 14.82
+.064 ±j 35.73
+ .023 ±j 66.68
+ .014 ±j 109.9

- .49
- 9.71
- .328 ± j .54
+ . 451 ± j 1.68
- 3.89 ± j 4.33
+ .045 ±j 14.81
+ .053 ± j 35.73
+ .016±j 66.68
+ .007 ± j 109.9

- .802
- 3.27
-.812±j.442
- .0163 ±j 1.414
- 4.64 ± j 4.005
- .89 ± j 15.49
- .237 ± j 36.3
- .068 ±j 67.06
- .047 ±j 110.3



CHAPTER V

CONCLUSION

A Large flexible structure is usually described by an approximate finite model

of very high-order. This model includes a considerable number of elastic modes that

are of low-frequency. very lightly damped and closely clustered. Furthermore. due

to the modeling approximations involved, significant uncertainties in the model

parameters are present. Therefore, the basic problems in LFS control are high

dimensionality and model uncertainties.

In the control of structural systems, there are other considerations than just

providing additional damping to the open-loop poles. In particular, by placing

sensors and actuators on the structure. it is the overall input/output transfer function

that is affected with each actuator/sensor configuration. We have demonstrated, for a

class of elastic systems, an interesting pattern of movement of the plant zeros as a

function of the sensor location. It is shown that at some point, the zeros become

nonminimum-phase which can severely limit the control performance.

We have applied Kwakernaak's frequency minimax approach for the robust

control of flexible structures. This method leads to a nonlinear problem and

numerical solutions are necessary. but may not be easily obtained. To facilitate the

numerical search for the optimal stabilizing controller. we have proposed a procedure

which always converges to the stable solution. It is our experience that controllers

obtained with the minimax approach have a better robustness than state-variable

optimal controllers.
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We have also considered the problem of controlling a class of systems

characterized by interlaced patterns of poles and zeros on the jS-axis, Because of the

irregularities in the pole-zero patterns, the control problem is not an easy task. In

fact, we were unable to obtain stable designs with the classical compensation

techniques. For the class of systems in consideration, we have developed the concept

of generalized lead-lag compensation. This method produces low-order and robust

controllers. An important application of the proposed technique is when exact

actuator/sensor collocation is not realizable.

In the last part of our work, we have investigated the advantages offered by a

multi-sensor design. We have shown that the system robustness can be improved

with optimally placed sensors, and derived an optimal sensor placement algorithm for

robust control design. The approach is based on eigenstructure assignment and also

uses the model dependency on the sensor locations.

It would be of interest to seek an equivalent robust optimal sensor placement

in the frequency domain. This brings out the more general problem of establishing a

relationship between the condition number of the eigenvector matrix (time-domain

measure of robustness) and the matrix-norm stability margins of the frequency

domain.

Another direction for future research is to pursue investigating the MIMO

control of flexible structures. For truly large flexible structures, a MIMO design is

necessary. However, a single centralized MIMO controller may not be practical.

Thus, a decentralized approach has to be taken. We mention that the multi-output

procedure described in chapter IV can be readily applied for a robust optimal actuator

placement in the multi-input case (dual problem). Therefore, the procedure may be

generalized to synthesize a robust decentralized control methodology. The

corresponding local low-order controllers may be designed with robust optimal
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actuator/sensor placement. Then, the stability of the whole interconnected control

logic should be assessed. The type of sensors needed and the matching of

appropriate sensors with actuators should be investigated. It is also important to

minimize the number of actuators and sensors.
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